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Abstract 

Predicting network traffic volume has become a popular topic recently due to its support in many situations 
such as detecting abnormal network activities and provisioning network services. Especially, predicting the volume 
of the next upcoming traffic from the series of observed recent traffic volume is an interesting and challenging 
problem. In past, various techniques are researched by using time series forecasting methods such as moving 
averaging and exponential smoothing. In this paper, we propose a long short-term memory neural network (LSTM) 
based network traffic volume prediction method. The proposed method employs the changing rate of observed 
traffic volume, the corresponding time window index, and a seasonality factor indicating the changing trend as 
input features, and predicts the upcoming network traffic. The experiment results with real datasets proves that our 
proposed method works better than other time series forecasting methods in predicting upcoming network traffic. 

 

1. Introduction 

Recently, network traffic volume analysis [1] has attracted 
a lot of attention from researchers in many fields such as data 
centers and huge companies. Through the analysis in network 
traffic volume, the network administrators could know the 
possibility of a bottleneck situation and it enables them to 
prepare for the possible solutions ahead. Moreover, this 
analysis provides us the chance to detect network traffic 
anomalies which occur inside the network. Among various 
analysis techniques, estimating network traffic volume is one 
of the most interesting techniques. The network traffic would 
be sampled into a measurable unit during continuous equal 
time durations, known as time windows, and the next coming 
traffic of the next time window can be predicted based on the 
previous observed traffic values. 

In past, many methods for predicting network traffic 
volume have been proposed [2][3]. However, they only use 
the previous observed traffic to predict the next traffic, and 
these methods may lose the accuracy of estimating the 
upcoming traffic under highly fluctuated traffic. In order to 
mitigate the impact of high fluctuation of traffic to the traffic 
estimation, a seasonality behavior of traffic can be 
considered. For example, the observed traffic increases very 
much in the morning of a day and it decreases in the evening. 
Sometimes, the observed traffic is fluctuated within a limited 
range. As a result, when not only the raw observation but 
also the seasonality of traffic volume is used, the accuracy 
for estimating the upcoming traffic volume increases.  

Usually, this kind of estimating upcoming value based on 
the previous values can be resolved by using a time-series 

based methods such as moving average and exponential 
smoothing. However, recently, deep neural network based 
approaches have been proposed to estimate a time series 
value such as RNN (Recurrent Neural Network) and LSTM 
(Long Short Term Memory) neural network. Especially, 
LSTM neural network [6] has considered one of the most 
powerful method. It could work with not only the image, but 
also the multivariate data like natural language and also 
network traffic volume data, which includes the raw 
observation and our defined seasonality feature. 

In this paper, we propose a new method for predicting 
upcoming network traffic volume by using LSTM neural 
network. This method does not predict the traffic volume 
directly, but estimate the traffic changes on a given time 
duration of a day. Then, the upcoming traffic is calculated by 
using the estimated traffic change rate and the previous 
traffic volume. Our work makes the following contributions: 

Firstly, we define some features which could be used 
for predicting the upcoming observed traffic. These features 
are the changing rate of observed traffic, the time window 
index and the changing trend, which is encoded into a one-
hot vector. 

Secondly, we propose an LSTM neural network model 
which is composed of two layers of LSTM nodes and a dense 
network to extract the predicted upcoming changing rate of 
observed traffic, which is used for calculating the predicted 
upcoming traffic. This model is trained with 30 days of 
traffic logs and the trained model is used for estimating the 
traffic. 
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2. Network Traffic Prediction with LSTM network 

When a gateway of a network captures all outgoing traffic, 
it can take an observation of traffic during a given time 
duration. We define this given time duration as a time 
window and the duration of the time window is set to tw. In 
here, we can observe only interesting traffic such as DNS 
requests and SNMP requests during every time window. We 
define the observed traffic at the zth time window as sz.  

In the proposed method, we manage the observed traffic in 
daily manner. That is, the observed traffic of a day becomes 
one collection. If there are k time windows in a day, the 
collection of the observed traffic of day y is denoted as dy = 
{s1, s2, …, sk}. If there are n day traffic logs, we may have a 
day collection as d={d1,d2,…,dn}. 

With this basic setting, we consider three input features of 
LSTM neural network: 1) the changing rate of observed 
traffic, 2) the time window index, 3) the changing trend. As 
the first feature, the changing rate of observed traffic is the 
ratio between two continuous observed traffic, and the 
changing rate of the zth time window is denoted as chz = sz/sz-

1. Similar to the observed traffic, the changing rate of 
observed traffic is managed in daily manner and a collection 
of changing rate for a day y can be denoted as cy={ch1, ch2, 
… , chk}. Accordingly, the changing rate of traffic in the zth 
time window of yth day can be calculated as the follow 
equation. 

 

 

 
One exception of calculating the changing rate of 

observed traffic is the case of ch1. In this case, we need to 
consider the traffic change between the last time window of 
the previous day and the first time window of the current day 
like the follow equation. 

 
 
The second feature is the time window index of the given 

changing rate of the observed traffic. In this paper, we set the 
duration of time window, tw, as 1 minutes, and the size of one 
day collection is 1440. Accordingly, in this paper, the time 
window index, i, lies within 1 and 1440. 

The third feature is the changing trend of the traffic, and it 
is a kind of a representation of seasonality of traffic. We 
consider three changing trend: increasing trend, decreasing 
trend, fluctuating trend. Usually, these changing trends are 
observed in every day with similar shape and we use the 
same changing trend on the same time window of different 
days. The changing trend is represented with a vector where 
each element indicates each trends. That is, the change trend 
of the zth time window of a day is denoted as pz={v1,v2,v3}, 
where v1,v2, and v3 represents increasing trend, decreasing 
trend and fluctuating trend, respectively and only one 
element has 1 value to indicate the trend. For example, 
{0,0,1} denotes the fluctuating trend and {1,0,0} denotes the 
increasing trend.  

These three features are used as an input tuple Ii = (chi, i, 
pi) for the LSTM network whose architecture is depicted in 
Fig. 1. Specifically, we employ two layers of LSTM network 

and each of layer contains 20 LSTM nodes which generate 
output with 20 dimensions. Accordingly, as the final step, a 
node with linear activation function over the dense network 
with 400 dimension inputs is used to predict the changing 
rate of the upcoming observed traffic.  

 

 
Figure 1. Overview of the proposed LSTM architecture 

 
Consequently, in order to predict the traffic volume of the 

zth time window of a day, we need to prepare the inputs as Iz-

21, Iz-20, … , Iz-1 for the proposed LSTM network, and the 
LSTM network provides the output of chz. Then, the 
predicted traffic volume of the zth time window is calculated 
as sz-1 · chz.  

 
3. Evaluation

We conduct our evaluation based on the observed traffic 
of DNS query obtained from DNS-STAT:Hedgehog [4]. In 
which, the first 30 days of 2018 are used to train, while the 
next 10 days are used for testing. Regarding the training 
phase, we use 4000 training epochs, with batch size is 100 
observation. The optimization used for training is Gradient 
Descent [5]. 

 

 
Figure 2. Evaluation comparison between LSTM based 

estimation and other methods 
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We use the mean absolute error [7] to compare the 
performance of the proposed method with other similar 
method, which are Moving Average estimation [2], 
Exponential Smoothing estimation [3], and the Average 
changing rate estimation. The result is shown in Figure 2 and 
it illustrates that that proposed LSTM based method 
outperforms other compared methods with much lower mean 
absolute error value. 
 

4. Conclusion 

In this paper, we have proposed a model based on LSTM 
neural network, which estimates the observed outgoing 
traffic of a network. Instead of using only raw observation as 
feature like other methods, we employ 3 features, which are 
the changing rate, current time in minutes and the changing 
trend. The result proves that our estimation is more effective 
than other methods for estimating the observed traffic of the 
next time window. 
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